










The log-normal c.d.f. is

FT (l)(t) = Φ

(
log t− μl

σl

)
, (9)

where

Φ(x) =
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∫ x
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is the standard normal c.d.f., and μl and σl are the log-normal

parameters.

We plug (8) and (9) into (7) and, after rounding, arrive at[
Φ

(
log t− μl

σl

)
(n+ 1)

]
≈ r, (10)

where [·] denotes rounding to the nearest integer.

Maximum likelihood estimation (MLE) for the normal

distribution yields log-normal estimators for μl and σl as

(μ̂l, σ̂l) =
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by setting q
(l)
i := log t

(l)
i .

What remains to be done is finding an estimate for the total

number of teams n to estimate the scaling factor (n + 1) in

(10). We assume that there are no ties, which is equivalent to

stating that the elements in the training set r are unique. Thus,

r is a length-c sample, without replacement, of the discrete

uniform distribution U [1, n].
Now recall that r corresponds to an ordered Bc (an

ordered proper c-subset of Nn). Let D denote a random

variable that follows U [1, n]. Estimating the parameter n
of U [1, n], with a sample drawn without replacement, is in

the literature known as the German tank problem [21]. A

uniformly minimum-variance unbiased estimator (UMVUE)

for this parameter is given in [22] as

n̂ =

(
1 +

1

c

)
r(c) − 1, (12)

where

r(c) = max
i∈Nc

ri

is the realization of the cth order statistic (maximum) of a

length-c sample of D.

We plug the pair (μ̂l, σ̂l) of (11) into (10). We plug (12)

into the n of (10). This concludes the derivation.
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